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PROSPECTIVE DIRECTIONS OF TRAFFIC ANALYSIS AND INTRUSION
DETECTION BASED ON NEURAL NETWORKS

Abstract. The main problems of the network security at the moment are the difficulty of combining
existing systems from different vendors and ensuring their stable interaction with each other.
Intrusion detection is one of the main tasks of a proper level of network security, because it is they
who notify about attacks and can block them when detected. Today, monitoring and analyzing the
quality of traffic in the network, detecting and preventing intrusions is helped by IDS systems and
IDS systems of the new generation IPS. However, they have been found to have certain drawbacks,
such as the limitations of signature-based systems, as static attack signatures limit the flexibility of
systems and pose the threat of missing detection of other attacks not entered into the database. This
gives rise to the creation of more and more new hybrid systems, but the challenge is to ensure their
efficiency and flexibility, which is helped by the use of artificial neural networks (ANNS). This
paper considers ways to improve the use of the convolutional neural network model itself by means
of modified processing, data analysis, the use of Softmax and FocalLoss functions to avoid the
problem of uneven distribution of sample data by the ratio of positive and negative samples, based
on training using the KDD99 dataset. The article provides practical examples of possible integration
of IDS and ANN systems. Combinations of backpropagation neural networks and radiant-basis
neural networks, which showed some of the best results and proved that the combination of networks
helps to increase the efficiency of these systems and create a flexible network adjusted to the needs
and requirements of the systems. Although the use of artificial neural networks is a popular tool, it
has identified a number of disadvantages: critical dependence on the quality of the dataset, which
pours both the quality of networking and the amount of data (the more data, the better and more
accurate the network training). But if the data is excessive, there is a chance of missing such implicit,
but also dangerous attacks as R2L and U2R.
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INTRODUCTION

Formulation of the problem. In today's world, security is a critical issue. Networks
already have a long history, in them for some reasons, depending on the needs and capabilities
of organizations, there are still architectures in which new ones are built on top of outdated
system components. This creates more and more threats in addition to the emerging
vulnerabilities of negative integration of new elements and sometimes their inability to interact
with each other, device identification problems, the rapid development of cloud technologies,
an increase in the number of physical devices and connectors, the spread of SaaS platforms,
which motivates cyber security specialists to find new security and auditing methods, ensuring
reliable, fast and most importantly secure connections from anywhere, integrity, availability
and, of course, privacy, including prevention of possible legal and financial consequences in
the form of fines for compromise.

Attacks can occur at different levels, so network security requires three areas of control:

e Physical. Direct restriction of unauthorized access to system elements.

e Technical. Protection of data stored on the network. For example, using servers or
installing devices that perform certain security functions in the network environment, outside
or in the path of network traffic, which allows you to discard potentially dangerous data packets,
detect malicious information and eliminate threats.

e Administrative. Limiting access based on defining the rights and roles of interacting
with the system.

Most traditional security tools are designed to protect one intended segment of the
network, they are not integrated into the network and cannot interact with each other. However,
security systems can struggle to keep up when the network is constantly changing — optimizing
connections, redirecting workflows, adding new boundaries or endpoints, or scaling to meet
changing requirements. Therefore, in order to determine network protection methods, it is
necessary to correctly assess all possible risks, weaknesses, to take the right measures, to ensure
backup in case of physical damage to hardware or unexpected failures during downtime, and
when changing the structure of the system, to conduct a second review of all available means.
Especially when using remote devices, it is necessary to take additional measures of traffic
analysis in order to detect intrusions in time or to prevent their occurrence. It's the only way to
maintain visibility, centralize control, and implement Al-powered services to automatically
detect and respond to threats.

Analysis of recent researches and publications. Today, monitoring and analyzing the
quality of traffic in the network, detecting and preventing intrusions is helped by IDS systems
and IDS systems of the new generation IPS [1, 5, 7]. However, they have been found to have
certain drawbacks, such as the limitations of signature-based systems, as static attack signatures
limit the flexibility of systems and pose the threat of missing detection of other attacks not
entered into the database. Also, systems based on the detection of anomalies have a probability
of false activation, which only adds to the work of specialists.

Network security works to protect data on the network from a security breach that could
lead to data loss or unauthorized use and even destruction. There are a variety of threats that
can potentially harm a network, each targeting all elements of a system. Today, there is a wide
range of tools that can provide comprehensive network security: Metasploit, which allows you
to scan and evaluate system security; Nessus to identify and fix vulnerabilities, bugs and errors
in applications, operating systems and devices; Argus, which helps to provide any analysis of
the entire network and its traffic; Wireshark detects the nature of the interaction between
devices; Aircrack, which provides a suite of Wi-Fi security tools.
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The purpose of the article. The main problems at the moment are the difficulty of
combining existing systems from different vendors and ensuring their stable interaction with
each other, and the problem of surface connection of elements, which results in the complexity
of system scalability, which does not help to adequately identify malicious changes that can be
used or directly created by an attacker.

Therefore, protection with “inbound” components such as firewalls, anti-virus programs,
and virtual private networks (VPNSs) for working from remote locations and beyond, which help
protect the network from attacks by controlling, identifying, and analyzing traffic, should be
important and a priority. And the first means of traffic control, which still remains the most
effective, is the introduction of intrusion detection systems (IDS) and the new generation of
IDS systems - intrusion prevention systems (IPS). Intrusion detection is one of the main tasks
of a proper level of network security, because it is they who notify about attacks and can block
them when detected.

This gives reasons to the creation of more and more new hybrid systems [2, 3, 10-12],
but the challenge is to ensure their efficiency and flexibility, which is helped by the use of
artificial neural networks (ANNSs). This allows professionals to improve information gathering
methods, identify security risks, and quickly respond to emerging threats before an attacker
takes advantage of them. In this work, the current state of network traffic security, existing
threats and vulnerabilities, and the possibilities of using a combination of IDS or IPS systems
with ANNs with various architectures, training methods and datasets will be discussed in detail.

THEORETICAL BASICS OF RESEARCH

At the beginning of integration in IPS or IDS systems, these tasks were performed by ML
algorithms, but they caused many false positives, which added work to specialists. Algorithms
based on deep learning, unlike typical ML algorithms, deal with large data sets with different
attributes (input data). Therefore, ML has completely replaced deep learning, convolutional
neural networks, and recurrent neural networks (RNNSs), which have enabled traffic analysis
with better accuracy. In addition, the flexibility of use consists in the adaptation of their training:
with a teacher (compared to the target result) and without a teacher (without a defined result).

A convolutional neural network (CNN) can automatically learn the characteristics of data.
The proposed architecture of such a network (Fig. 1, 2) [8, 9], for example, is able to process a
large amount of data on computing resources and increase the basic processing efficiency by
reducing the load on the network bandwidth.

-
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e

Fig. 1. Network architecture
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Training of such a network takes place according to the following algorithm:

1. Initialization of weights with random parameters.

2. Creation of the educational sample.

3. Comparison of the network output with the desired output. Error calculation.

4. Determination of the scaling factor of the value of each neuron.

5. Setting weights coefficients: wy = wy + Awy , Where wy, is a calculated value
using the delta rule.

6. Repeating the process on neurons of the previous level.

The idea is to improve the use of the convolutional neural network model itself by means
of modified processing, data analysis, the use of the Softmax function and FocalLoss to avoid
the problem of uneven distribution of sample data by the ratio of positive and negative samples.
In this example, the experiment is performed using KDD99, offline network data in a data set,
in a CSV file, which contains a five million data set of malicious or benign network traffic and
network behavior, which is defined by the [3, 4] attack labels (range of values and classification
of the attack type is shown in Table 1), for example U2R and R2L are hidden in the download
of data packets. The probability distribution of the data for each attack type is uneven. Denial
of Service, Probe, User to Root, and Remote to Local are the four attack data categories in
KDD. For training a network, the quality of the training data is critical, so in order to obtain the
most accurate results, it is necessary to perform pre-processing on the data, which can be
divided into data set cleaning, type conversion to integer or binary data types, alignment,
normalization of sample attributes to filter redundant data and remove redundant data. duplicate
entries.

—

Fig. 2. Neural Network architecture
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Table 1.1

Results of values a and t

a| T Accurancy, % Detection,% False activation, %
0| 0.6 97.32 94.71 0.73
1|04 98.68 96.69 0.64
2| 02 98.44 97.24 0.33
5|02 97.57 96.15 1.07

The method for normalizing sample attributes is as follows: let there be a certain sequence
of data x = {xq,x,,...,x,}, which has a minimum and maximum value x i, and X pax,
respectively. Suppose that x ; is a normalized value, then:

_ _XimX max .
Xi= m;x[x mins X max), { € [1,1], 1)

The range of values of x ; lies between 0 and 1.

The created CNN model for use in the intrusion detection system is shown in Fig. 2. The
network has 10 layers: 1 input layer, 3 convolution layers, 3 extraction layers, 1 max pooling
layer, 1 fully connected layer, and 1 output layer. After their preliminary processing, layers 2,
4 and 6 are directly convolution layers. In the output layer, classification takes place directly
using the Softmax function, which is a generalization of the logistic regression model for
multiclassification in CNN. In the multiclassification problem, the class label y takes k(k > 2)
The created CNN model for use in the intrusion detection system is shown in Fig. The network
has 10 layers: 1 input layer, 3 convolution layers, 3 extraction layers, 1 max pooling layer, 1
fully connected layer, and 1 output layer. After their preliminary processing, layers 2, 4 and 6
are directly convolution layers. In the output layer, classification takes place directly using the
Softmax function, which is a generalization of the logistic regression model for
multiclassification in CNN. In the multiclassification problem, the class label y takes
(%1, ¥2), (x2,¥2), ..., (xn, Vn), vi, Which lies on the interval {1,2,..., k}. The function guess (2)
and classify (3) can be defined as follows:

o (x®) = IP(Y(” = 2|x(‘) 19)|

lp(y(‘) = k|x(‘) 19)J

9, are model parameters, z represents the normalization of the

Ll ?x®] 1

|eZ .x ,Z = 19.k = (2)
T e

le,?x®]

where 9;,9,,...,
probability distribution.

T
]
S 1y @ _J}logm , ©)

Zjie

J@®) =——|2m, %

VmoBipricTs kmacudikarii x into category j in Softmax:

oYJ T ®
p(y® =j|x®;9) = W 4

j=1
Although the use of ANNs is a popular tool, a number of shortcomings were identified in
it: critical dependence on the quality of the dataset, which affects the quality of network

50



#K'BEPBE:SHEKA OCBITa, HayKa, TexXHiKa Ne 1 (17), 2022
[A y 17)

.3 CYBERSECURITY: ISSN 2663 - 4023

EDUCATION, SCIENCE, TECHNIQUE

training, and on the amount of data (the more data, the better and more accurate the network
training). However, if there is too much data, there is a chance to miss such implicit, but
nevertheless dangerous attacks, such as R2L and U2R.

Usually, in the CNN architecture, each parameter in the matrix affects the interaction
between the input and output layers, but the basis of this Gated Convolutional Neural Network
(GCNN) implementation is discarding redundant information and keeping the desired one
(dropout operation), since the CNN model is prone to creating redundant data, which has a great
impact on the effectiveness of the actual classification. Some features are necessary to solve a
particular categorization task, while others are unnecessary and redundant. In addition, datasets
with a large number of feature vectors are difficult to train and test. Therefore, the convolution
formula can be presented:

A=F % wq + bl,
B=EFE=x wy + bz,
h,(E) = A * ReLu(B), (5)

where E is the result of the output layer, w; and w, are weight matrices, b; and b, are
offsetss, ReLu is an activation function.

Another example of the use of networks is a multilayer forward propagation network or
self-organizing Konochen maps in IDS [6]. The creation of this model is motivated by the fact
that some IDS developers use ANNSs as a pattern recognition technique that helps optimize the
result obtained at the network output. The advantage of a multilayer direct propagation network
(Fig. 3) is the minimization of the loss function (quadratic error function). The basis is the
formation of the basis of the training set and the change of weights during training (usually,
with the help of the backpropagation algorithm) in such a way that the output corresponds to
the training data sample as much as possible. Konochen self-organizing maps are a good
example of cluster analysis with unsupervised learning. In this architecture, there is a certain
initial set of data, the weight values are random at the beginning and are updated only for active
output neurons based on Kohonen's rule.

An example of the use of ANNSs is also their use in IDS systems based on the detection
of access abuse [29]. This method consists in the signature determination of attacks and the
formation of a database.

Fig. 3. Architecture of a multilayer forward propagation network
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An attack can only be detected in the active phase, when it is causing or has already
caused damage, so for example in port scanning it is difficult for IDS systems to identify it as
an intrusion, as the source address or source port can easily be changed. ANNs with the method
of learning without a teacher and back propagation of the error can help in this. Such a system
will analyze clusters of incoming packets and build its database, even in the presence of
incomplete or inaccurate data. And the advantage, of course, lies in the flexibility and inherent
speed of neural networks in predicting events, detecting abuse of access, learning new signs of
attacks, setting the probability threshold of a potential threat, etc. But this method of detecting
intrusions has certain disadvantages. First, such a network strongly depends on the quality of
the data of the methods on the basis of which it is trained, and secondly, it requires a huge
amount of data, which is difficult to obtain for privacy reasons.

That is, the given ANN in IDS systems can be attributed to IDS based on the detection of
anomalies, since they can determine deviations from the adequate values of the system, but the
deficiency lies in the determination of these values. The system must determine this itself and
be capable of summarizing all data.

The next example of combining IPS with ANNSs is a combination of back-propagation
neural network (BPA) and radial basis function (RBF) neural networks based on training on the
KDD-99 dataset [4]. Most existing identifiers use all the functions of the network packet to
search for known intrusion patterns. A clearly defined feature selection algorithm makes the
classification process more efficient.

The main feature of the BPA architecture is to minimize the total error of the network by
calculating the error of each input layer neuron and adjusting the weights in the reverse
direction. This is quite a complex process, since the hidden nodes are not directly related to the
error, but are connected through the nodes of the next level. Thus, starting from the source layer,
the error propagates back through the network, layer by layer.

Hidden

the RBF layer

BPA RBF
Fig. 4. Architecture of combined BPARBF
The basis of the RBF model is the use of a radial basis function as an activation function.

This architecture has input, hidden and output levels. The following parameters are defined for
the learning process:
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1. The number of neurons in the hidden layer.

2. The radius of each RBF function in each dimension.
3. The center of each hidden layer of the RBF function.
4. Weights applied to the outputs of the RBF function.

The model of the combined BPARBF looks as follows (Fig. 4). The input layer sends
data to all hidden nodes where the basis function is calculated. An output layer node summarizes
its inputs to produce a network output. Each connection between the hidden and output layers
is weighted with an appropriate coefficient.

RESULTS
The test results (table 2) show that the accuracy values are much higher than those of

other algorithms. The KDD99 dataset contains five classes of intrusion data types, the detection
results of which are shown in the tables.

Table 2
Results of comparing the accuracy of algorithms
Algorithm Initial Probe DoS U2R R2L
Proposed algorithm 78.73 % 87.47 % 96.56 % 73.85 % 92.97 %
CNN 72.72 % 75.98 % 93.55 % 71.84 % 92.54 %
Recurrent NN 70.37 % 73.36 % 90.34 % 63.67 % 89.01 %
Kohonen's map 63.51 % 74.57 % 83.47 % 68.73 % 86.76 %

Even the use of ANNSs is a popular tool, a number of shortcomings were identified: critical
dependence on the quality of the dataset, which affects the quality of network training, and on
the amount of data (the more data, the better and more accurate the network training). However,
if there is too much data, there is a chance to miss such implicit, but nevertheless dangerous
attacks, such as R2L and U2R.

CONCLUSION

The increase in the amount of information and the constant emergence of threats, the need
to protect systems and critical data is extremely important. Weak control of privileged access,
non-integrated interaction of tools with each other, low fault tolerance and implementation of
DDoS attacks, phishing attacks, SQL injections and other vulnerabilities threaten the existence
of the entire system. A practical example of the possible integration of IDS and ANN
convolution systems using the Softmax and FocalLoss functions is given to avoid the problem
of uneven distribution of sample data by the ratio of positive and negative samples. The test
results show that the considered means of integration of intrusion detection systems and neural
networks is much more accurate than other algorithms.
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HEPCIIEKTUBHI HAITPAMKHN AHAJII3Y TPA®IKY TA BUABJIEHHSA
BTOPTHEHb HA OCHOBI HEUPOMEPEXK

AHoranisa. OCHOBHUMH MpOOJieMaMH MEpexeBoi Oe3leKd Ha JaHWH MOMEHT € CKJIaJHICTh
MOETHAHHS ICHYIOUHX CHCTEM BiJ| pI3HUX BUPOOHHMKIB 1 3a0e3nedeHHs ix cTabinbHOI B3aeMoii Mix
c00010. BusiBIeHHS BTOPrHEHb € OJHUM 13 TOJIOBHUX 3aBJIaHb HAJICKHOTO PiBHs O€3MEKHU Mepexi,
OCKIJIbKM caMe BOHH CIIOBILIAIOTh MPO aTaKh Ta MOXKYTh OJIOKYBaTH iX mpH BusiBlieHHI. ChoromHi
KOHTpOJIIOBATH Ta aHANi3yBaTH sIKiCTh Tpadiky B Mepexi, BUABJIATH Ta 3armo0iraTd BTOPTHEHHSIM
nornomararots cuctemu IDS ta cucremu IDS HoBoro nokominust IPS. OnHak 6ys10 BCTaHOBIIEHO, IO
BOHHM MarOTh TIEBHI HEJIONIIKH, TaKi K OOMEXKEHHsI CHCTEM Ha OCHOBI CUTHATYp, OCKUIBKH CTATHYHI
CHTHATYpU aTak OOMEXYIOTh THYYKICTh CHCTEM 1 CTBOPIOIOTH 3arpo3y BiJICYTHOCTI BHSIBICHHS
IHIIINX aTak, He BBeeHNX y 0a3y nanux. Le crioHykae 10 CTBOPEHHS BCe HOBUX 1 HOBUX TiOpHIHUX
CHCTEM, ajie MpolieMa MoJsArae B TOMY, 100 3a0e3neynTH iX eEeKTUBHICTh 1 THYYKICTh, YOMY
Crpusie BUKOPUCTAHHS IITYYHHX HEHPOHHHX Mepe. Y Wil CTaTTi pO3IIAOaloThesl LULIXH
BIIOCKOHAJICHHS BUKOPHCTAHHSI CamMOi MOJEN 3TOPTKOBOI HEHPOHHOI Mepexi 3a JOHOMOTOIo
MoaudikoBaHoi 0OpoOKM, aHamizy naHuX, BUkopucTanHs (yHkiiii Softmax i FocalLoss, 1100
VHUKHYTH TpOOJeMH HEPiBHOMIPHOI'O pPO3MOALTY BHOIPKOBHX MJAaHUX 3a CIIiBBiJHOIICHHSIM
MTO3UTHUBHUX 1 HETATUBHUX BUOIPOK, HA OCHOBI HABYAHHS 3 BUKOPUCTAaHHAM Habopy maanx KDD99.
VY crarTi HaBeAEHO MPAKTUYHI MPUKIAIA MOXJIHBOI iHTerpamii cucteM IDS Ta ANN. KombGinaris
HeHpoHHOI Mepexi 3BoporHoro momupeHHs (BPA) i HeiipoHHI Mepexi pamianbHOI 0a3wmCHOI
¢yukuii (RBF), mio mokasamu ofHi 3 HAWKpaImuX pe3ylnbTaTiB i JOBENH, 0 KOMOIHYBaHHS MEPEK
JIOTIOMOTa€ MIABUIIUTH €()EeKTUBHICTh JAaHUX CHCTEM Ta CTBOPHTH THYYKY MEPEXY HAJlAIITOBAHY
i motpeGu i BUMOTH cHcTeM. Xo4Ya 3aCTOCYBaHHS INTYYHUX HEHPOHHHX MEPEX € MOMYISPHUM
3aco00M, B HhOMY OYIIO BHSBIICHO PSJ] HEMONIKiB: KPUTUYHA 3aJISKHICTh BiJI IKOCTI IaTaceTy, sKa
BIIUBAE 1 HA SAKICTh HABYAHHS MEPEXKi, Ta BiJ KUTHPKOCTI JaHUX (UMM OibIlle JaHUX, TUM KpaIile Ta
TOYHIIIE TOXOAWTh HABYAHHSA MeEpexi). Ame i 3 THM, KO JaHWX Oylne HagMipHO, iCHYE
HAMOBIPHICTB MPOITYCTHTHU TaKi HEsIBHI, aje i 3 TuM HeGesreuni atakw, sk R2L and U2R.

Karouosi ciioBa: HepoHHI Mepexi, CHCTeMH BHSBIEHHS BTOprHeHb, KDD99, 3roprouna
HEIpOHHA MepeKa.
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